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UAFSan: An Object-Identifier-Based Dynamic Approach for
Detecting Use-After-Free Vulnerabilities

Anonymous Author(s)

ABSTRACT
Use-After-Free (UAF) vulnerabilities constitute severe threats to
software security. In contrast to other memory errors, UAFs are
more difficult to detect through manual or static analysis due to
pointer aliases and complicated relationships between pointers and
objects. Existing evidence-based dynamic detection approaches
only track either pointers or objects to record the availability of ob-
jects, which become invalid when the memory that stored the freed
object is reallocated. To this end, we propose an approach UAFSan
dedicated to comprehensively detecting UAFs at runtime. Specifi-
cally, we assign a unique identifier to each newly-allocated object
and its pointers; when a pointer dereferences a memory object, we
determine whether a UAF occurs by checking the consistency of
their identifiers. We implement UAFSan in an open-source tool and
evaluate it on a large collection of popular benchmarks and real-
world programs. The experiment results demonstrate that UAFSan
successfully detect all UAFs with reasonable overhead, whereas
existing publicly-available dynamic detectors all miss certain UAFs.

CCS CONCEPTS
• Security and privacy→ Software and application security; •
Theory of computation→ Program analysis; • Software and
its engineering→ Software defect analysis.
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ysis, object identifier
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1 INTRODUCTION
Once a memory object is released, all pointers to the freed memory
object become dangling pointers [8, 13, 45, 53, 58]. If any of these
dangling pointers is dereferenced to access the data, then a Use-
After-Free (UAF) vulnerability occurs. Similarly, using any of these
dangling pointers to release the heap memory results in a double-
free vulnerability, which is regarded as a special case of UAF.
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As shown in Figure 1, the number of UAFs and double-frees in
NVD1 increases almost every year since 2009. Moreover, most UAFs
in NVD are rated as critical or high in severity, which is prone to
cause program crashes, silent data leakage, arbitrary code execu-
tion, and other serious consequences [43, 56]. Meanwhile, in recent
years, memory corruption attacks exploiting UAFs have increased
dramatically [25, 51]. In contrast to other memory errors, UAFs in
large real-world programs are difficult to detect through manual
or static analysis for the following reasons. First, it is difficult to
infer all pointer aliases across many data structures. Second, it is
challenging to determine which memory object a pointer points
to. Last but not least, the path explosion caused by the increase of
program size makes inter-procedural analysis rather difficult.

2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
0
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200
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300
350
400
450

 double-free
 use-after-free

Figure 1: Use-After-Frees and double-frees in NVD

Due to the aforementioned challenges, there are only a few stud-
ies on static analysis for UAF detection, e.g., GUEB [18], Tac [55],
and CRed [56]. These approaches first transform the target pro-
gram into an intermediate representation, based on which they
perform inter-procedural analysis to track heap operations and
pointer propagation while considering pointer alias. They then use
the obtained pointer aliases and the points-to relationships between
pointers and objects to detect UAFs. Although these static analysis
approaches have higher code coverage, they only perform lim-
ited inter-procedural analysis and incomplete pointer analysis [47].
Thus, they may generate false positives and false negatives.

The lion’s share of attention is focused on the dynamic detection,
which falls into two categories: evidence-based approaches [7, 10,
16, 19, 28, 30, 32, 35, 40–42, 46] and prediction-based approaches [9,
22, 30]. The evidence-based approaches [7, 10, 16, 19, 28, 32, 35, 40–
42, 46] only track pointers or objects. When a pointer is derefer-
enced, they use the pointer (object) address to query their auxiliary
data structures to determine whether the pointer to an alive object.
If not, a UAF is detected. However, if the accessed memory is re-
allocated, this UAF may be missed. In our analysis of 34 UAFs on
21 real-world programs (cf. Section 4.2), 41.2% (14/34) UAFs are re-
lated to memory reallocation, out of which at least 28.6% (4/14) are
missed by existing publicly-available evidence-based approaches.

The prediction-based approaches [9, 22, 30] can predict con-
current UAFs introduced by thread scheduling in multi-threaded

1https://nvd.nist.gov/
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programs, while UAFs in sequential programs go beyond their mod-
els [30]. In this paper, we only consider UAFs on the heap while
those on the stack are ignored because they are rare [57] and hard to
exploit [25]. In addition, we focus on evidence-based UAF detection
in sequential C/C++ programs.

To address the limitation of existing evidence-based dynamic
detectors (sanitizers), we propose a novel dynamic detector UAF-
San. A salient merit of UAFSan is that its detection capability is not
affected in the presence of memory reallocation. UAFSan achieves
this by checking whether the pointer still points to its intended
alive object. Specifically, for each newly-allocated object, UAFSan
assigns it a unique identifier, which is also recorded as an attribute
of each pointer to the object. Once the object is freed, UAFSan
will invalidate the object identifier with the object, while the ob-
ject identifier with its pointers remains unchanged. Thus, when
a memory object is deallocated, or even when the freed memory
is reallocated, UAFSan can accurately detect the UAF that occurs
because the object identifier with the pointer does not match that
with the memory object to which the pointer currently points.

We have implemented UAFSan on top of the LLVM infrastruc-
ture [24]. The experimental evaluation on popular benchmarks
and real-world programs shows that UAFSan outperforms eight
publicly-available evidence-based dynamic detectors [7, 16, 19, 28,
32, 35, 40–42] in terms of the number of UAFs detected.

The contribution of this paper is summarized as follows:
(1) We propose a novel evidence-based techniqueUAFSan, which

is dedicated to comprehensively detecting UAFs including
double-frees in C/C++ programs.

(2) Based on LLVM compiler infrastructure [24], we implement
UAFSan into an open-source tool2.

(3) Our experimental evaluation on real-world programs shows
that UAFSan can accurately detect UAFs at runtime. In addi-
tion, UAFSan finds certain UAFs missed by existing dynamic
detectors and those UAFs can be exploited by attackers.

The remainder of this paper is organized as follows. Section 2
uses a running example tomotivate our work. Section 3 presents our
approach UAFSan. Section 4 conducts the experimental evaluation
and comparison. Section 5 reviews the related work and Section 6
concludes the paper.

2 MOTIVATION
In this section, we use a motivating example to show the limitation
of existing evidence-based approaches, and also to illustrate how
our approach detects UAFs and overcomes this limitation.

Figure 2(a) shows a C program that involves both UAF and
double-free vulnerabilities on the heap. In the program, both point-
ers p and q become dangling pointers after the object obj1 is freed
at Line 4. A UAF occurs at Line 6 because the freed object obj1 is ac-
cessed via pointer q. A double-free occurs at Line 7 because obj1 is
freed again viaq. In some cases, a subtle UAF occurs at Line 8, which
needs to be explained in combination with Figure 2(b). Figure 2(b)
presents the two possible memory layouts for the program in Fig-
ure 2(a) at runtime. As shown on the right scenario of Figure 2(b), if
memory reallocation occurs, another object obj2 may be allocated
on the deallocated memory where the object obj1 was stored, that
2https://figshare.com/s/d121faab3226633549e6

int main(){
  int *p = malloc(40); /*allocate obj1*/
  int *q = p; /*pointers p and q both point to obj1*/
  free(p); /*free obj1*/

  int *r = malloc(40); /*allocate obj2*/
  *q = 1;
  free(q); /*free obj1*/

  *r = 1;
}
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(a) A program written in C

after Line 4

heap space

obj1

obj2

obj1

obj1

obj2obj1

after Line 2

after Line 5

after Line 7

after Line 4

heap space

obj1

obj2

obj1

obj2

after Line 2

after Line 5

after Line 7

(b) Memory reallocation does not occur and occurs.

Figure 2: A motivating example.

is, obj2 uses the same heap address that obj1 has used before. Then,
the pointer r implicitly becomes a dangling pointer after Line 7,
because when q is used to free obj1, obj2 is freed instead.

Existing evidence-based approaches, such as CETS [32] and
ASan [40], only track either pointers or objects to record the avail-
ability of objects, but do not distinguish different objects successively-
allocated on the same address. When the pointer is dereferenced,
they use the pointer (object) address to query their auxiliary data
structure to determine whether the accessed memory is currently
allocated. If the accessed memory is freed but not reallocated, they
can find the UAFs. If the freed memory is reallocated (cf. the right
scenario of Figure 2(b)), the UAFs can bemissed by these approaches.
To address this issue, most existing evidence-based approaches de-
lay memory reallocation by using a quarantine, thereby reducing
the chance of UAF detection failures. Unfortunately, this mecha-
nism cannot essentially overcome the limitation of the existing
pointer (object)-based approaches. Therefore, they still miss certain
UAFs that can be exploited by attackers through some ways [14, 48],
causing serious consequences such as arbitrary code execution [2].

To this end, we propose a novel dynamic detectorUAFSan, which
can track pointers and objects to accurately and comprehensively
detect UAFs, and its detection ability is not affected by memory
reallocation. Specifically, UAFSan assigns a unique identifier to
each newly-allocated memory object and propagates the object
identifier to all pointers to the memory object. Once the memory
object is freed, UAFSan will only invalidate the object identifier
with the memory object, while keep the object identifiers of its
pointers unchanged. In this way, UAFSan can detect the UAF that
occurs by matching the object identifier of the pointer and that of
the memory object to which the pointer currently points.

We use the program in Figure 2(a) to explain the rationale of
UAFSan. After obj1 is allocated on the heap, UAFSan assigns it
a unique identifier, say obj1_id . Since the pointers p and q both

2
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Figure 3: Framework of UAFSan.

point to obj1, obj1_id is also recorded as an attribute of p and q.
When obj1 is freed via pointer p at Line 4, UAFSan invalidates
obj1_id with obj1, and the object identifier of obj1 becomes to
invalid_obj1_id . Meanwhile, p and q still retain obj1_id . Similarly,
for another heap allocation at Line 5, UAFSan assigns another
unique identifier obj2_id to the newly-allocated object obj2 and
propagates obj2_id to the pointer r . As shown in Figure 2(b), there
are two possible memory layouts for the program in Figure 2(a)
when the UAF occurs during program execution.

(1) If the freed memory is not reallocated, the current object
to which q points is an invalid object obj1. UAFSan can
detect the two UAFs at Lines 6 and 7, because the object
identifier obj1_id with q does not match the object identifier
invalid_obj1_id with obj1.

(2) If the freed memory is reallocated, the current object to
which q points becomes to obj2. UAFSan can detect the three
UAFs at Lines 6, 7 and 8, because the object identifier obj1_id
with q does not match the object identifier obj2_id with
obj2, and obj2_id with r does not match the invalid object
identifier with obj2.

Therefore, UAFSan can accurately and comprehensively detect
UAFs in programs and is not affected by memory reallocation.

3 UAFSAN
In this section, we elaborate on how UAFSan is designed. Figure 3
overviews UAFSan, which combines compile-time instrumentation
and a runtime library. In the compile-time phase (cf. Section 3.2),
UAFSan takes the program source code as its input, and outputs
an instrumented program. Specifically, the program source code
is first compiled into LLVM intermediate representation (IR) [24].
Then, UAFSan instruments the IR code to replace the original heap
functions with our wrapper functions, profile the pointer meta-data,
and check memory access to determine UAFs.

In the runtime phase, the three components provided by the run-
time library interact with the code we instrument. The heap object
manager (cf. Section 3.3) is responsible for allocating and releasing
heap objects. Meanwhile, it manages the meta-data of heap objects,
and records the current call stack when a heap object is allocated
or released. The pointer tracker (cf. Section 3.4) tracks pointers on
the entire memory and manages the meta-data of these pointers. It

Primary Table

Secondary Table

23bits 22bits

Memory Address

root pointer
Secondary Table

. . . 

. . . 

3bits

45 bits we use

16bits

Figure 4: Meta-data organization in the form of two-level
lookup table.

first uses the meta-data of the current heap object pointed to by the
original pointer to initialize the meta-data of the original pointer,
and then propagates the meta-data of the original pointer to all its
derived pointers. The memory access checker (cf. Section 3.4) con-
sists of two parts: double-free detection when memory objects are
released and UAF detection when pointers are dereferenced. Both
of the two parts use the meta-data of the pointer and the meta-data
of the memory object to which the pointer currently points.

3.1 Supporting Data Structures
We first explain how to store and retrieve object meta-data and
pointer meta-data before elaborating on their structures, and then
introduce the interfaces defined to facilitate instrumentation.

The most intuitive way to associate meta-data with objects or
pointers is to use embedded meta-data, which puts meta-data and
data together and thus avoids the overhead of looking up the meta-
data. However, this mechanism changes the structure of pointers
and objects and thus may cause serious compatibility issues. Hence,
the meta-data should be stored separately. As presented in Figure 4,
the lookup table we use has two levels, including one primary table
and multiple secondary tables. Each entry in the primary table
stores a pointer to the starting address of a secondary table, while
each entry in the secondary table stores the meta-data of an object
or a pointer. When the instrumented program begins to run, to
ensure that there is no address overlap for storing pointer meta-
data and object meta-data, UAFSan allocates two lookup tables to
store object meta-data and pointer meta-data, respectively. The
returned root pointer to the primary table of each lookup table is
maintained as a global variable. The reason why we choose the
two-tier lookup table is that it can facilitate lookup and reduce
memory consumption. The primary table is allocated only once
and each secondary table is allocated only when needed, which
significantly reduces the virtual memory requirement of UAFSan.
In addition, the real physical memory consumption is usually much
smaller than the virtual memory consumption.

For each heap object, we regard the starting address of the heap
object as its object address and use that to find the position to store
its meta-data. For each pointer, we use its memory address (that is,
the address of the pointer) to find the position to store its meta-data.
Thus, we maintain only one meta-data instance for each pointer or
object in its corresponding lookup table. Moreover, for heap objects
and pointers, the way to locate their corresponding meta-data is

3
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Figure 5: Points-to relationships and themeta-data informa-
tion.

similar. Generally, the memory address of a heap object is 64 bits on
a 64-bit computer, while the first 16 bits and the last three bits are
all zero. This also applies to pointers. For each heap object (pointer),
its memory address is unique, so the unique middle 45 bits can
be used to determine the position for storing the object (pointer)
meta-data in the lookup table. As depicted in Figure 4, among the
45 bits we use, the value of the first 23 bits corresponds to the array
index in the primary table; the value of the next 22 bits corresponds
to the array index in the secondary table.

For pointer meta-data and object meta-data, they share the same
data structure and include two attributes. In our implementation,
the two attributes are both eight bytes, which facilitates attribute
access. For each heap object, its meta-data has two attributes: the
object identifier and the memory address of the object. The memory
address is used to indicate whether the identifier of the object is
invalid, i.e., whether the object has been released (cf. Section 3.4).
When a pointer is assigned, the two attributes of the pointer meta-
data store the object identifier and memory address (starting ad-
dress) of the object towhich the pointer points. Thememory address
in the pointer meta-data is used to retrieve the meta-data of the
current object to which the pointer currently points.

Let us return to the example in Figure 2(a). After the object obj1 is
allocated at Line 2, its memory address is obtained, say obj1_addr ;
its identifier obj1_id and its address obj1_addr are stored as its
meta-data. Since pointers p and q both point to the object obj1
after Line 3 and before Line 4, the meta-data of p and q store the
same attributes, namely obj1_id and obj1_addr . Figure 5 shows the
snapshot of points-to relationship and the meta-data information
after Line 3 and before Line 4.

1. // Retrieve the pointer metadata for a pointer
2. POmetadata* POpmd_tbl_lookup(ptr_addr)
3. // Retrieve the object metadata for an object
4. POmetadata* POomd_tbl_lookup(obj_addr) 
5. // Initializes the metadata for an original pointer
6. void POpmd_tbl_init_as(&original_ptr, original_ptr) 
7. // Initializes or updates the metadata for any derived pointer
8. void POpmd_tbl_init_or_update_as(&derived_ptr, &original_ptr)
9. // Initializes or updates the metadata for an object
10.void POomd_tb1_init_or_update_as(obj_addr, obj_id, obj_addr/NULL)
11.// Record the call stacks
12.void POrcs_tbl_update(obj_id, allocated/freed) 
13.// Check memory access through pointers
14.void POcheck_mem_access(pointer, pointer_metadata)

Figure 6: Interfaces defined to facilitate instrumentation.

Figure 6 lists the interfaces defined to facilitate instrumentation.
POmetadata in Figure 6 represents the returned meta-data. For
example, the argument of the function POomd_tbl_lookup() is the

memory address of an object, that is, the value of an original pointer
or the object address in the meta-data of the original pointer and
its derived pointers. A call to this function returns the object meta-
data of the current object to which the pointer currently points.
If a pointer corresponds to a non-zero offset within an object, the
meta-data of this pointer records the starting address of the memory
object, which can be used to retrieve the meta-data of the memory
object the pointer currently points to.

3.2 Compile-time Instrumentation
The compile-time instrumentation includes three aspects:

(1) The original heap allocation and deallocation functions (e.g.,
malloc(), free()) are replaced with our wrapper functions
such that the heap object manager can manage the meta-data
of heap objects at runtime.

(2) Before and/or after the instructions related to pointer prop-
agation, specific tracking code is instrumented to interact
with the pointer tracker at runtime.

(3) Certain memory checks are instrumented before the instruc-
tions related to accessing memory objects through pointer
dereference.

Heap function replacement. To facilitate UAF detection, we
need to monitor and modify function calls related to heap functions
in the program, which is a common practice of almost all existing
dynamic detection approaches [7, 19, 28, 32, 35, 40–42, 46]. There
are two ways to achieve this: wrapping and replacing. Wrapping
allows the original heap functions to execute, but it adds a prologue
and epilogue where certain code is added to monitor the heap
allocations and deallocations. Replacing uses custom heap functions
and does not execute any of the original heap functions. We choose
to wrap the original heap functions to add some code that manages
the meta-data of the heap objects at runtime.

Specifically, we need to find all function calls related to heap
operations in the program, and replace them with calls to our imple-
mented wrapper functions. We find that the custom heap functions
in the original program are wrappers of the standard C/C++ heap
functions. Therefore, we only need to replace the function calls to
the original heap functions with the calls to our wrapper functions.
Since the function names are preserved in the LLVM IR, we can
find the corresponding function calls through their names.

Figure 7 presents our instrumented program for the program
in Figure 2(a). At Lines 2 and 7 in Figure 7, the two calls to our
function wrapped_malloc() provided by the heap object manager
replace the calls to the function malloc(). Similarly, at Lines 6 and
12, the two calls to our function wrapped_free() replace the calls
to the function free().

Pointer profiling. Once a pointer is assigned, we need to initial-
ize or update the two attributes of the pointer meta-data. We take
the following steps to achieve this. First, we find all original point-
ers in the program and assign the meta-data to them. By checking
whether an instruction is similar to the instruction p = &a, where
a is a stack variable, a global variable, or a dynamically allocated
heap object, we can find all the instructions that assign original
pointers. For each of these instructions, we instrument a call to the
function POpmd_tbl_init_as() into the program to propagate the
meta-data of the object to the original pointer that points to the

4
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1. int main(){
2.   int *p = wrapped_malloc(40); //heap function replacement
3.   POpmd_tbl_init_as(&p, p); //pointer profiling
4.   int *q = p;
5.   POpmd_tbl_init_update_as(&q, &p); //pointer profiling
6.   wrapped_free(p); //heap function replacement
7.   int *r = wrapped_malloc(40); //heap function replacement
8.   POpmd_tbl_init_as(&r, r); //pointer profiling
9.   POcheck_mem_access(q, POpmd_tbl_lookup(&q)); //memory check
10.  *q = 1;
11.  wrapped_free(q); //heap function replacement
12.  POcheck_mem_access(r, POpmd_tbl_lookup(&r)); //memory check
13.  *r = 1;
14.} 

Figure 7: Our instrumented program for the program in Fig-
ure 2(a).

object. The function POpmd_tbl_init_as() has two parameters:
The first one is the address of the original pointer and the second
one is the address of the memory object.

As depicted in Figure 7, there are two original pointers p and r ,
which are initialized at Lines 2 and 7, respectively. Therefore, we
instrument two calls to our function POpmd_tbl_init_as() into
the program at Lines 3 and 8 to initialize the pointer meta-data of
p and r , respectively.

Next, we propagate the meta-data of original pointers to all their
derived pointers. For pointer propagation through pointer assign-
ment including pointer arithmetic, the meta-data of the original
pointers is read first, and then is copied to the meta-data of the
derived pointers. This is implemented in our instrumented function
POpmd_tbl_init_or_update_as(). As presented at Line 5 in Fig-
ure 7, we instrument a call to POpmd_tbl_init_or_update_as()
to propagate the meta-data of p to its derived pointer q.

For pointer propagation through function calls, it is essentially
implicit pointer assignment, but requires special treatment. To this
end, we introduce a shadow stack that mirrors the call stack to
propagate the meta-data of pointers to the derived pointers. If the
actual arguments include pointers, the caller can store the meta-
data of pointers (actual arguments) into the shadow stack such
that the callee can obtain this information just as it obtains actual
arguments (pointers). If the return value is a pointer, the callee
can also store the meta-data of the pointer into the shadow stack
such that the caller can obtain this information just as it obtains
the return value. In our implementation, we first instrument code
before the call site to store the meta-data of the pointer arguments
into the shadow stack. Then, we instrument the function body to
retrieve the meta-data of the input pointers from the shadow stack,
and to store the meta-data of the return value (pointer) into the
shadow stack. We also instrument code after the call site to retrieve
the meta-data of the return pointer from the shadow stack.

Memory check. We first find all instructions related to pointer
dereference by analyzing whether the memory is accessed through
pointers. Then, we instrument calls to our implemented function
POcheck_mem_access() to detect possible UAFs during program
execution. As depicted in Figure 7, we instrument two calls to our
function POcheck_mem_access() at Lines 9 and 12 because the
pointers p and r are dereferenced at Line 10 and 13, respectively.
Since our work focuses on the UAFs on the heap, there is no need to
instrument memory checks when pointers dereference to non-heap
objects. Therefore, we conduct a static intra-procedural backward

1. void * wrapped_malloc(size){
2.   void *ptr = malloc(size);
3.   size_t obj_id = unique_id++;
4.   POomd_tb1_init_or_update_as(ptr, obj_id, ptr);
5.   POrcs_tbl_update(obj_id, allocated);
6.   return ptr;
7. }

Figure 8: An illustration of heap allocationmanagement: the
wrapper function wrapped_malloc(size) of malloc(size).

data-flow analysis to identify pointers to non-heap objects, and
avoid instrumenting memory checks when such pointers are deref-
erenced. Specifically, given a memory object pointed to by the
pointer, we find the instruction that creates this object from which
we can determine whether the memory object is a non-heap object.
Since the static analysis performed is conservative, we may still
instrument some memory checks when pointers dereference to
non-heap objects.

3.3 Heap Object Manager
The heap object manager consists of three parts: heap allocation
management, heap deallocationmanagement, and heap reallocation
management. Before introducing these three parts, we first discuss
how to generate object identifiers for heap objects.

Initialization. In our approach, every allocated heap object is
assigned a unique object identifier, which is an non-negative integer.
All pointers to the same object inherit the identifier of the object.
We use the following rules to assign object identifier to non-heap
objects and their pointers:

(1) “Zero” is assigned as the object identifiers of null pointers or
pointers returned from thirty-party functions whose source
code is unavailable.

(2) “One” is assigned to pointers to global variables that always
exist during program execution, e.g., static variables and
constants.

(3) “Two” is assigned to pointers to stack variables that exists
only if the stack frame is valid.

The reason why we also assign identifiers to non-heap objects is
that the static backward data flow analysis used at compile-time to
eliminate unnecessary memory checks (cf. Section 3.2) is conser-
vative and intra-procedural. Thus, we further leverage the object
identifier of the pointer to avoid unnecessary memory checks when
pointers dereference to non-heap objects at runtime.

For heap objects, we use a static variable named unique_id as a
counter and increase it each time to generate a new unique identifier
for each newly-allocated heap object. The variable unique_id is
initialized to “three”. There is no need to worry about the situation
where the unique identifier are used up because its length is eight
bytes and thus a sufficient number of identifiers can be generated.

Heap allocation management. There are several heap alloca-
tion functions provided by the C and C++ languages, i.e., malloc(),
calloc(), mmap(), operator new(), and operator new[](). Our
wrapper functions for these heap allocation functions are similar. As
an illustration, Figure 8 presents the heap allocation management in
the wrapper function wrapped_malloc(size) of malloc(size):

5



581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

597

598

599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

623

624

625

626

627

628

629

630

631

632

633

634

635

636

637

638

ISSTA 2021, 12-16 July, 2021, Aarhus, Denmark Anon.

639

640

641

642

643

644

645

646

647

648

649

650

651

652

653

654

655

656

657

658

659

660

661

662

663

664

665

666

667

668

669

670

671

672

673

674

675

676

677

678

679

680

681

682

683

684

685

686

687

688

689

690

691

692

693

694

695

696

1. void wrapped_free(ptr){
2.   POcheck_mem_access(ptr, POpmd_tbl_lookup(&ptr));
3.   //the value of ptr is the object address
4.   POmetadata *obj_metadata = POomd_tbl_lookup(ptr);
5.   POomd_tb1_init_or_update_as(ptr, obj_metadata->obj_id, NULL);
6.   POrcs_tbl_update(obj_metadata->obj_id, freed);
7.   free(ptr);
8. }

Figure 9: An illustration of heap deallocation management:
the wrapper function wrapped_free(ptr) of free(ptr).

1. void * wrapped_realloc(ptr, size){ 
2.   POcheck_mem_access(ptr, POpmd_tbl_lookup(&ptr));
3.   POmetadata *old_obj_metadata = POomd_tbl_lookup(ptr);
4.   POomd_tb1_init_or_update_as(ptr, old_obj_metadata->obj_id, NULL);
5.   POrcs_tbl_update(old_obj_metadata->obj_id, freed);
6.   ptr = realloc(ptr, size);
7.   size_t obj_id = unique_id++; 
8.   POomd_tb1_init_or_update_as(ptr, obj_id, ptr); 
9.   POrcs_tbl_update(obj_id, allocated);
10.  return ptr;
11.}

Figure 10: An illustration of heap reallocation manage-
ment: the wrapper function wrapped_realloc(ptr,size) of
realloc(ptr, size).

(1) The wrapper function wrapped_malloc() calls the heap al-
location function malloc() to allocate a heap object, and
obtains a pointer ptr to the newly-allocated heap object.

(2) It obtains a unique identifier which is assigned to this newly-
allocated heap object and then increases unique_id.

(3) It stores the object identifier and object address (starting
address) as object meta-data in the lookup table by calling
the function POomd_tb1_init_or_update_as().

(4) It records the current call stack to facilitate the diagnosis.
(5) It returns the pointer ptr .
Heap deallocation management. The heap deallocation func-

tions provided by standard C and C++ languages include free(),
unmmap(), operator delete(), and operator delete[](). Our
wrapper functions for these heap deallocation functions are similar.
As an illustration, Figure 9 presents the heap deallocation manage-
ment in the wrapper function wrapped_free(ptr) of free(ptr):

(1) The wrapper function wrapped_free() calls our memory
check function POcheck_mem_access() to determinewhether
a UAF (double-free) occurs (cf. Section 3.4).

(2) It uses the object address to retrieve the object meat-data of
the current object from the lookup table.

(3) It invalidates the object identifier with the current object by
changing the object address in the object meta-data of the
current object to NULL.

(4) It records the current call stack to facilitate the diagnosis.
(5) It calls the original heap deallocation function free() to

release memory object.
Heap reallocationmanagement. If the program calls the heap

reallocation function, i.e., realloc(), there are four possible cases:
(1) The function call only allocates a memory object.
(2) The function call only releases a memory object.
(3) The function call only changes the memory range of the

existing object, not the starting address of the object.

1. void POcheck_mem_access(ptr, POpmd_tbl_lookup(&ptr)){
2.   if (ptr == NULL) return;
3.   POmetadata* ptr_metadata = POpmd_tbl_lookup(&ptr);
4.   if (ptr_metadata->obj_id == 0 || ptr_metadata->obj_id == 1 ||       
     ptr_metadata->obj_id == 2)
5.     return;
6.   POmetadata *obj_metadata = POomd_tbl_lookup(ptr_metadata->obj_addr);
7.   if (obj_metadata->obj_address == NULL || obj_metadata->obj_id !=     
     ptr_metadata->obj_id)
8.     reportUAFError(ptr_metadata->obj_id);
9. }

Figure 11: An illustration of UAF detection.

(4) The function call first allocates a new object, then copies
the contents of the old object to the new object, and finally
releases the old object.

For the first and second cases, the code in our wrapper function of
realloc() is similar to that in Figure 8 and Figure 9, respectively.
For the third case, similar to the existing approaches [51, 53], we
do not need to instrument any instructions, because the mem-
ory object still exists. The last case corresponds to the combi-
nation of object allocation and deallocation. Figure 10 presents
the code snippet to handle the last case in the wrapper function
wrapped_realloc(ptr,size) of realloc(ptr, size). Accord-
ing to Linux programmer’s manual, we differentiate the four cases
of heap reallocation through the actual arguments and return value
of the function call, which is implemented in our wrapper function.

3.4 Pointer Tracker and Memory Access
Checker

At runtime, the pointer tracker manages the meta-data of the created
pointers by interacting with the tracking code we instrumented.
Specifically, if an original pointer is created, its meta-data is initial-
ized with the meta-data of the object to which the pointer points.
If its derived pointers are created, no matter how complicated, they
directly or indirectly inherit the meta-data of the original pointer.
For p=malloc(8) and q[i+2]=p, p and q[i + 2] point to the same
object, so q[i + 2] inherits the meta-data of p. Therefore, during
program execution, the meta-data of the original pointer and all its
derived pointers record the same attributes.

Once a memory object is accessed or released, thememory access
checker determines whether a UAF occurs by matching the object
identifier with the pointer and that with the current object to which
the pointer currently points.

(1) If the memory object is still alive, the object address in the
object meta-data is not NULL, and the object identifier in
the object meta-data is equal to the object identifier of the
pointer. In this case, there is no UAF.

(2) If the freed memory is not reallocated, the object address
in the object meta-data is NULL, which indicates the object
identifier with current object is invalid. Thus, the object
identifier in the current object meta-data does not match the
object identifier of the pointer. In this case, a UAF is detected.

(3) If the freed memory is reallocated, although the object ad-
dress in the object meta-data is not NULL owing to memory
reallocation, the object identifier in the current object meta-
data is not equal to the object identifier of the pointer. In this
case, a UAF is detected.
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Thus, no matter whether the freed memory is reallocated, UAFSan
can detect UAFs including double-frees in programs.

Figure 11 presents the code we instrument for detecting UAFs
and double-frees:

(1) POcheck_mem_access() checkswhether the pointer is a null
pointer. If so, the function returns directly.

(2) It obtains the object identifier with the pointer, based on
which it determineswhether the pointer points to a non-heap
object. If the object identifier with the pointer is “zero”, “one”,
or “two”, the function returns directly. Note that for pointers
returned from functions without being instrumented, the
object identifiers with them are “zero”.

(3) It obtains the object address with the pointer, based on which
it queries the lookup table to obtain the meta-data of the
current object to which the pointer currently points.

(4) It determines whether a UAF or a double-free occurs based on
the consistency between object identifiers. If so, it reports the
diagnostic information about this UAF and then terminates
the program execution.

4 EVALUATION
We have implementedUAFSan based on the LLVM 7.1 [24] compiler
infrastructure. The compile-time instrumentation in UAFSan is
performed on the LLVM IR. Our evaluation aims to answer the
following research questions (RQs).

• RQ1: Effectiveness - Can UAFSan accurately detect UAFs
in the benchmarks and real-world programs? What is its
advantage over existing dynamic detectors?

• RQ2: Performance - What is the runtime overhead and mem-
ory overhead of UAFSan? Is the performance of UAFSan
comparable to that of existing dynamic detectors?

4.1 Experimental Setup
Methodology. To answer RQ1, we first evaluate UAFSan on popu-
lar benchmarks. We further evaluate UAFSan on large real-world
programs with known UAFs, and compare it with eight state-of-the-
art evidence-based dynamic detectors (sanitizers) that are publicly-
available: Valgrind [35], Dr.Memory [7], TSan [41, 42], CETS [32],
EffectiveSan [16], QASan [19], ASan [29] and DoubleTake [8]. To
answer RQ2, we take all the above tools for comparison.

Benchmarks. JTS benchmark3 is a collection of C/C++ pro-
grams with known UAFs, covering various data types and control
flows. We select 960 small C/C++ programs with UAFs or double-
frees from the JTS benchmark. Since the programs in JTS benchmark
do not involve memory reallocation, we adapt them by adding ad-
ditional heap allocations so that the UAFs (including double-frees)
in these programs occur after memory reallocation. In this way, we
obtain another 960 programs, i.e., UAFBench benchmark, to validate
the effectiveness of UAFSan. To further evaluate the effectiveness of
UAFSan and compare it with existing dynamic detectors, we collect
21 large real-world programs from GitHub (cf. Table 2) containing
34 known UAFs and their corresponding proof-of-concepts (PoCs).
We select these real-world programs by considering different cate-
gories, different sizes, and popularity. To answer RQ2, we first use

3https://samate.nist.gov/SRD/testsuite.php/

Table 1: The Effectiveness of UAFSan on JTS and UAFBench

Category Vulns Type Reused Language # Vulns F-measure

JTS

UAF No C 132 100%
UAF No C++ 268 100%

double-free No C 168 100%
double-free No C++ 392 100%

UAFBench

UAF Yes C 132 100%
UAF Yes C++ 268 100%

double-free Yes C 168 100%
double-free Yes C++ 392 100%

Total - - - 1920 100%

the real-world programs in Table 2 to evaluate the performance of
UAFSan and existing dynamic detectors. Since these real-world pro-
grams are not provided with sufficient test suites and some dynamic
detectors do not work well on them (cf. Section 4.2.3), we further use
MiBench benchmark [21] to answer RQ2 more comprehensively.
MiBench benchmark is a free and commercially representative
benchmark used by many previous studies [10, 26, 46]. We select
13 representative programs from the MiBench benchmark.

All experiments were performed under the 64-bit Ubuntu 18.04.4
with 2 quad-core Intel Core i7-7700 CPUs and 16GB memory. All
benchmarks and real-world programs are compiled with “O0” opti-
mization level and are publicly-available4.

4.2 RQ1: Effectiveness
4.2.1 Experiment on JTS and UAFBench. We first use JTS bench-
mark and UAFBench benchmark to validate the effectiveness of
UAFSan. Each program in these two benchmarks consists of 100 to
500 lines of code, and contains only one UAF or double-free. Table 1
summarizes the experimental results, in which the column “Reused”
indicates whether the UAF (double-free) occurs when the program
reallocates the freed memory.

As shown in Table 1, UAFSan successfully detects all 960 UAFs
on the JTS, including 560 double-frees. This indicates that UAFSan
can accurately detect UAFs and double-frees in the programs if
these programs do not reallocate the freed memory. UAFSan also
successfully detects all 960 UAFs on the UAFBench, including 560
double-frees. This implies that UAFSan can still accurately detect
UAFs and double-frees in the programs even when these programs
reallocate the freed memory. Beside, UAFSan does not find other
UAFs, indicating that no false positives are reported. Altogether,
the recall and precision of its analysis are both 100%. Thus, the
F-measure is also 100%.

In summary, the experiments on the benchmarks demonstrate
that UAFSan can accurately and comprehensively detect UAFs and
double-frees in small C/C++ programs.

4.2.2 Experiment on Real-World Programs. We then use 21 real-
world programs containing 34 known UAFs to evaluate the effec-
tiveness of UAFSan and to verify the prevalence of the UAFs that
are relevant to memory reallocation in real-world programs. Table 2
shows the experimental results.

As shown in Table 2, UAFSan successfully detects all 34 known
UAFs (including double-frees) in these 21 real-world programs. In
addition, UAFSan does not report any false positives. Among the
4https://figshare.com/s/fa35ded20e679aa1270b
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Table 2: The Detection Results of Different Evidence-based Detectors on 21 Real-World Programs with 34 Known UAFs

Program Version LoC Vulnerabilities Vulns Type Reused UAFSan ASan Valgrind Dr.Memory DoubleTake TSan QASan EffectiveSan CETS
GoHttp - 0.5k CVE-2019-12160 double-free NO

√ √ √ √
× ×

√
×

√

nasm 2.14.02 102k

CVE-2019-8343 UAF No
√ √ √ √

×
√ √ √ √

CVE-2018-20535 UAF Yes
√ √ √ √

×
√ √ √ √

CVE-2018-20538 UAF No
√ √ √ √

×
√ √ √ √

CVE-2017-10686 UAF Yes
√ √ √ √

×
√ √ √ √

binaryen 1.38.22 98k CVE-2019-7703 UAF No
√ √

× × × × × − −

nasm 2.14rc02 101k

CVE-2018-19216 UAF No
√ √ √ √

×
√ √ √ √

CVE-2017-17820 UAF Yes
√ √ √ √

×
√ √ √ √

CVE-2017-17817 UAF Yes
√ √ √ √

×
√ √ √ √

CVE-2017-17816 UAF No
√ √ √ √

×
√ √ √ √

CVE-2017-17814 UAF Yes
√ √ √ √

×
√ √ √ √

CVE-2017-17813 UAF Yes
√ √ √ √

×
√ √ √ √

optipng 0.6.4 100k CVE-2015-7801 double-free Yes
√

×
√ √

×
√

×
√

×

readelf 2.31.1 1781k CVE-2018-20623 UAF Yes
√ √ √ √

×
√ √

× ×

readelf 2.28 1781k CVE-2017-6966 UAF Yes
√ √ √ √ √

×
√

× ×

jpegoptim 1.4.5 23k CVE-2018-11416 UAF No
√ √ √ √

× ×
√ √

×

yara 3.5.0 75k CVE-2016-10211 UAF No
√ √ √ √

×
√

× − ×

CVE-2017-5924 UAF Yes
√ √ √ √

×
√

× − ×

recutils 1.8 43k CVE-2019-6455 UAF No
√ √

× × ×
√

× − ×

jasper 1.900 53k CVE-2015-5221 UAF No
√ √ √ √

×
√ √ √

×

gravity 0.2.8 21k CVE-2017-1000172 double-free Yes
√

× × × × × × × −

mxml 2.12 33k CVE-2018-20005 UAF Yes
√

×
√ √

×
√ √

− −

CVE-2018-20592 UAF No
√

×
√ √

× ×
√

− −

ghostscript 9.20 1693k CVE-2016-7978 UAF No
√ √ √ √

× ×
√

− −

CVE-2016-10217 UAF Yes
√ √ √ √

× ×
√

− −

openh264 1.8.0 143k UAF-issue-1 UAF No
√ √

× × × × × − −

cflow 1.6 50k UAF-issue-2 UAF No
√ √ √ √

× ×
√

× ×

GraphicsMagick 1.3.26 112k UAF-issue-3 UAF No
√ √ √

× × ×
√

× −

yasm 1.3.0 65k
UAF-issue-4 UAF No

√ √ √ √
× ×

√ √ √

UAF-issue-5 UAF No
√ √ √ √

× ×
√ √ √

UAF-issue-6 UAF No
√ √ √ √

× ×
√ √ √

lua 5.3.5 30k CVE-2019-6706 UAF No
√ √ √ √

×
√ √

× −

giflib - 43k UAF-issue-7 UAF No
√ √

× × ×
√

× −
√

libheif 1.4.0 12k CVE-2019-11471 UAF Yes
√ √

× × × × × − −

Total - 6156k 34 - 14 34 30 28 27 1 19 25 16 15

34 UAFs, UAFSan finds that 14 (14/34 = 41.2%) of them are related
to memory reallocation. This indicates that UAFs that are relevant
to memory reallocation are common in practice, and UAFSan can
accurately detect UAFs in real-world programs no matter whether
the freed memory is reallocated.

4.2.3 Comparison with Existing Dynamic Detectors. Wefinally com-
pare UAFSan with eight state-of-the-art dynamic detectors. To this
end, we also apply the eight dynamic detectors to the 21 real-world
programs. The experimental results are listed in Table 2, where
“
√
”, “×”, and “-” represent that the UAF is detected, the UAF is not

detected, and the program cannot be instrumented, respectively.
Table 2 shows none of these eight dynamic detectors successfully

detect all 34 known UAFs; they miss some UAFs, more or less.
It follows thatDoubleTake has the worst UAF detection capability

because it only detects one real UAF. The reasons why DoubleTake
fails to find 33 UAFs are analyzed as follows: 1) It replaces the first
128 bytes of each freed memory object with canary values, and
can detect UAFs once the canary values are modified. Therefore, it
misses certain UAFs, each of which reads the freed memory object
and does not modify canary values. 2) It can only find UAFs on the
first 128 bytes of the freed memory object, but misses the UAFs that
occur to the rest of the freed memory object. 3) It cannot detect
UAFs relevant to memory reallocation, because in this case the
canary values on the freed object no longer exists.

TSan misses 15 UAFs because TSan focuses on detecting data
races and thus fails to detect UAFs irrelevant to data races. CETS

     //gravity_lexer.c
527. gravity_lexer_t * gravity_lexer_create(...){
528.   gravity_lexer_t *lexer = mem_alloc(sizeof(...));
538.   return lexer;
539. } 
     //gravity_parser.c
681. static gnode_t * parse_analyze_literal_string(...){
789.   gravity_lexer_t *sublexer = gravity_lexer_create(...);
804.   gravity_lexer_free(sublexer);
828. }
2508.static uint32_t parser_run(...){
2522.  gravity_lexer_t *lexer = CURRENT_LEXER;
2523.  gravity_lexer_free(lexer);
2533.}

Figure 12: A UAF in gravity which is missed by the eight
publicly-available dynamic detectors.

and EffectiveSan cannot find 19 and 18 real UAFs, respectively, be-
cause the following two reasons. First, the prototypes of CETS and
EffectiveSan are not robust enough to instrument some real-world
programs, and thus theymiss ten and eleven UAFs, respectively. Sec-
ond, they only track pointers to record the availability of memory
objects. Hence, they cannot distinguish different memory objects
of the same type allocated on the same memory address, which
causes them to miss UAFs that are related to memory reallocation.

ASan, Valgrind, Dr.Memory and QASan detect 30, 28, 27, and
25 UAFs, respectively. They have better UAF detection capabilities
because they all delay memory reallocation with the help of a
quarantine. The reason ASan performs better than the other three
dynamic detectors lies in that the default quarantine of ASan is
256MB, which is larger than those of the others. However, ASan still
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Table 3: The Performance of Different Evidence-based Detectors on Large Real-World Programs

Program Version UAFSan ASan Valgrind Dr.Memory DoubleTake TSan QASan EffectiveSan CETS
TR MR TR MR TR MR TR MR TR MR TR MR TR MR TR MR TR MR

nasm 2.14.02 4.20 1.34 8.00 2.93 126.20 13.93 80.20 12.08 3.20 2.66 4.40 3.83 68.00 5.79 1.20 1.29 3.20 3.14
binaryen 1.38.22 3.71 1.65 3.14 5.24 144.43 16.44 124.29 13.31 1.43 2.91 3.57 7.06 19.14 4.90 − − − −

nasm 2.14rc02 3.60 1.84 8.40 3.98 124.80 19.61 82.00 17.08 3.00 3.76 3.60 5.46 18.80 7.06 1.20 1.86 2.80 4.25
optipng 0.6.4 6.93 1.41 3.73 4.00 34.13 28.98 10.53 30.24 6.93 3.40 3.07 6.89 39.13 10.22 7.13 1.55 6.60 2.22
readelf 2.31.1 2.16 1.93 1.80 7.90 12.18 19.30 3.47 22.22 1.16 4.38 2.29 5.56 3.53 9.92 1.35 1.46 2.33 2.26
readelf 2.28 2.00 1.86 1.67 8.06 11.80 19.71 4.20 22.68 1.22 4.49 2.06 5.69 3.80 9.47 1.26 1.50 2.34 2.24

jpegoptim 1.4.5 7.87 1.06 3.07 1.74 58.13 7.74 1.53 7.48 14.33 1.56 3.73 5.03 35.40 2.64 1.53 1.13 7.27 1.81
yara 3.5.0 1.92 1.11 1.77 1.82 91.54 6.47 52.31 3.84 14.08 1.48 3.08 4.39 26.15 1.34 − − 7.92 1.25

recutils 1.8 2.16 1.20 1.98 1.45 10.48 6.22 8.22 6.02 1.62 2.12 1.85 2.50 8.30 1.30 − − 1.75 1.31
jasper 1.900 1.03 1.37 1.02 3.69 5.34 24.65 1.60 18.92 1.02 2.88 1.12 6.31 4.22 7.73 1.99 1.79 1.04 2.30
gravity 0.2.8 6.00 1.74 9.00 6.01 256.67 19.55 286.67 17.34 2.33 3.91 5.00 6.76 20.00 5.59 − − − −

mxml 2.12 2.50 1.37 2.50 2.86 295.50 26.51 261.50 23.78 42.50 5.11 4.50 5.50 23.50 5.83 − − − −

ghostscript 9.20 3.21 1.35 2.84 2.46 45.21 3.44 10.96 2.15 2.68 1.95 9.97 4.10 20.22 2.04 − − − −

openh264 1.8.0 2.33 1.37 2.02 1.63 9.72 4.03 3.20 3.94 1.85 1.24 2.02 5.17 5.80 1.77 − − − −

cflow 1.6 9.58 1.61 4.67 3.79 55.33 21.57 23.17 18.78 1.25 2.81 2.17 5.75 40.08 7.03 1.33 1.73 8.17 1.68
GraphicsMagick 1.3.26 3.50 1.52 12.25 2.25 239.50 6.76 56.75 4.69 27.25 1.66 4.75 2.67 164.75 2.34 7.00 1.45 − −

yasm 1.3.0 2.33 2.56 2.33 4.66 223.67 20.92 60.00 16.37 1.33 2.77 4.00 5.94 26.00 6.71 1.33 2.33 34.67 3.44
lua 5.3.5 3.42 3.14 3.08 3.35 56.75 20.76 20.92 18.64 8.83 2.35 4.67 5.45 29.25 5.12 1.92 1.90 − −

giflib − 5.67 1.76 3.75 6.26 46.75 29.60 10.58 23.72 1.50 3.57 3.67 9.53 7.67 6.50 − − 8.50 1.64
libheif 1.4.0 6.69 1.72 3.46 3.05 91.54 9.94 66.92 7.91 21.54 2.26 2.85 2.62 75.38 2.05 − − − −

Geomean − 3.47 1.59 3.26 3.41 57.09 13.66 21.40 11.73 3.74 2.66 3.25 5.04 19.55 4.36 1.91 1.61 4.56 2.15

misses four UAFs. The above four dynamic detectors miss real UAFs
due to the fact that they only track objects to record the availability
of memory objects and thus cannot distinguish different memory
objects allocated on the same memory address. When the freed
memory is reused due to quarantine exhaustion, they miss real
UAFs that occur on the reallocated freed memory.

Figure 12 illustrates a real UAF that can be exploited to crash
the program5 and is missed by the eight detectors. At runtime,
the program first frees the memory object at Line 804, which also
drains the quarantine of existing detectors. Then, at Line 528, a new
memory object is allocated on the freed memory. As a result, the
eight dynamic detectors all miss the UAF that occurs at Line 2523.

In summary, UAFSan is more precise than existing dynamic
detectors that only track either pointers or objects in real-world
programs. By tracking pointers and objects using the object identi-
fiers we introduce, UAFSan can detect more UAFs.

4.3 RQ2: Performance
4.3.1 Experiment on Real-World Programs. We first evaluate the
runtime overhead and memory overhead incurred by UAFSan on
the large real-world programs in Table 2, while the program GoHttp
is excluded because it is a server program that runs continuously
and does not exit during normal execution. We measure the run-
time overhead in terms of the execution time ratio (TR), which
is the ratio of the execution time of the instrumented program to
that of the original program. Similarly, we measure the memory
overhead in terms of the memory ratio (MR), that is, the mem-
ory consumption of the instrumented program over that of the
original program. The execution time of a program refers to the
time span from program beginning to program termination, and
its memory consumption refers to the maximum resident set size
(RSS) during program execution. We use Linux’s time to collect
the execution time and memory consumption of the program, in

5https://github.com/marcobambini/gravity/issues/144

seconds and kilobytes, respectively. To ensure accuracy, we repeat
the experiment 10 times and average the collected execution time
(memory consumption). For comparison, we also apply the eight
publicly-available dynamic detectors to these real-world programs.
The performance results are listed in Table 3.

It follows from Table 3 that UAFSan exhibits runtime overhead
ranging from 1.03x to 9.58x with a geomean of 3.47x, and memory
overhead ranging from 1.06x to 3.14x with a geomean of 1.59x. By
contrast, the geomean runtime overhead of Valgrind, Dr.Memory
and QASan is 57.09x, 21.40x, and 19.55x, respectively; the geomean
memory overhead is 13.66x, 11.73x and 4.36x, respectively. There-
fore, UAFSan outperforms Valgrind, Dr.Memory and QASan in
terms of both runtime overhead andmemory overhead. The reasons
are analyzed as follows. First,UAFSan uses compile-time instrumen-
tation, and thus avoids the overhead of dynamic instrumentation.
Second, UAFSan only requests additional memory space when nec-
essary, whereas the three detectors request a large memory at the
very beginning. The runtime overhead and memory overhead of
UAFSan is comparable to that of the other five dynamic detectors,
including ASan. The geomean runtime overhead of ASan is 3.26x,
which is slightly lower than that (3.47x) of UAFSan; the geomean
memory overhead of ASan is 3.41x, which is much higher than
that (1.59x) of UAFSan. Overall, the performance of UAFSan is bet-
ter than that of ASan because the runtime overhead is similar but
ASan introduces more memory overhead. Specifically, for the three
programs (optipng, gravity, and mxml) from which ASan does not
find UAFs, the geomean runtime overhead (memory overhead) of
UAFSan and ASan on the three programs is 4.70x (1.49x) and 4.37x
(4.09x), respectively. Notably, for gravity, both runtime overhead
and memory overhead of UAFSan is lower than that of ASan. These
indicate that UAFSan can find some missing UAFs that ASan fails
to find and it does not have a performance penalty.

The performance difference betweenUAFSan and ASan is mainly
due to the two different instrumentation algorithms used. UAFSan
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Table 4: The Performance of Different Evidence-based Detectors on MiBench Benchmark

Program UAFSan ASan Valgrind Dr.Memory DoubleTake TSan QASan EffectiveSan CETS
TR MR TR MR TR MR TR MR TR MR TR MR TR MR TR MR TR MR

basicmath (s) 1.18 1.09 2.09 2.20 71.82 19.97 12.73 15.59 1.18 2.41 2.18 4.29 14.00 4.82 1.09 2.16 1.27 1.08
basicmath (l) 1.08 1.12 1.36 2.19 25.97 19.67 3.05 15.36 1.04 2.39 1.46 4.27 8.03 4.92 1.03 2.15 1.06 1.13
bitcount (s) 1.79 1.30 1.64 3.05 43.79 29.74 8.86 23.66 1.21 3.38 3.36 6.19 10.93 6.24 1.50 1.41 1.93 1.30
bitcount (l) 2.05 1.28 1.32 2.99 16.89 29.06 2.15 22.99 1.08 3.32 3.39 6.07 10.89 6.94 1.44 1.47 2.11 1.27
qsort (s) 3.00 1.66 2.60 3.55 109.60 16.92 33.80 10.65 2.20 4.53 5.80 7.92 15.00 6.54 1.20 3.07 649.00 3.96
qsort (l) 2.06 1.42 1.81 2.44 101.81 11.09 4.97 7.01 1.42 2.99 2.53 5.47 9.33 4.70 1.25 3.08 1172.39 2.55
susan (s) 5.58 1.15 14.42 2.64 143.17 20.37 30.25 15.84 1.33 2.44 15.25 4.54 17.00 5.37 1.83 5.67 4.33 1.15
susan (l) 6.61 1.06 2.34 2.36 28.63 14.75 4.92 11.49 1.10 2.14 25.63 4.95 14.21 3.95 2.58 4.64 7.95 1.21
adpcm (s) 2.02 1.35 1.32 2.99 29.02 30.17 5.28 24.01 3.72 3.08 2.64 6.26 6.66 7.09 1.43 1.30 1.74 1.34
adpcm (l) 2.43 1.34 1.29 3.13 9.36 30.91 1.59 24.62 3.95 3.16 2.87 6.48 6.11 7.33 1.54 1.30 1.98 1.37
CRC32 (s) 3.94 1.31 1.52 3.09 27.63 30.68 6.55 24.40 1.19 3.47 2.99 5.80 14.50 6.40 1.88 1.33 3.55 1.39
CRC32 (l) 3.63 1.30 1.57 3.10 24.71 30.68 5.84 24.47 1.13 3.47 2.74 5.77 12.68 6.37 1.78 1.36 3.27 1.44
FFT (s) 2.71 1.12 2.36 2.23 103.64 19.73 18.36 15.41 1.57 2.39 2.50 4.42 4.79 4.03 1.50 1.78 1.86 1.13
FFT (l) 3.41 1.10 1.34 2.16 35.25 17.70 4.70 13.85 1.02 2.29 1.86 4.66 1.75 3.61 1.16 1.89 1.67 1.17
gsm (s) 8.58 1.40 2.25 3.12 114.00 19.85 72.33 12.98 1.92 5.52 5.67 6.25 12.25 6.26 1.58 1.66 3.67 1.51
gsm (l) 6.37 1.45 1.65 3.32 40.33 21.04 22.34 13.78 1.07 5.85 6.69 7.00 9.54 6.71 1.82 1.71 5.17 1.60
sha (s) 2.60 1.25 2.60 2.99 98.40 29.26 22.20 23.27 1.20 3.47 6.40 6.14 14.20 6.76 1.80 1.43 2.40 1.26
sha (l) 3.76 1.34 2.21 3.18 31.72 30.76 4.83 24.51 1.07 3.48 7.83 6.43 12.62 6.46 2.21 1.41 3.62 1.41

blowfish (s) 9.19 1.44 2.96 3.79 112.85 31.22 53.46 24.89 1.38 6.06 6.04 6.76 9.92 6.69 1.77 1.70 15.15 1.54
blowfish (l) 8.48 1.31 3.57 3.44 64.04 28.60 39.15 22.81 1.71 5.50 7.60 6.14 9.59 7.20 2.34 1.68 8.11 1.37

stringsearch (s) 1.50 1.31 2.00 2.92 218.00 30.39 51.50 24.14 2.00 3.44 3.50 5.78 21.00 6.35 1.50 1.40 1.50 1.38
stringsearch (l) 1.25 1.37 1.75 2.84 112.00 29.76 28.25 23.68 1.75 3.38 3.00 5.89 12.00 7.19 1.50 1.38 1.50 1.51
dijkstra (s) 4.73 1.48 2.33 3.43 37.07 30.10 9.73 23.88 1.93 3.44 7.47 6.68 11.20 12.32 2.20 1.51 3.87 1.67
dijkstra (l) 6.32 1.47 2.70 5.78 17.94 30.46 5.38 24.22 1.45 3.52 7.91 6.72 11.42 37.99 2.36 1.45 5.25 2.56
patricia (s) 2.60 2.52 1.67 2.26 61.00 17.51 10.33 13.92 1.53 2.69 2.40 5.54 12.27 10.29 1.60 1.40 1.87 3.49
patricia (l) 3.13 3.48 2.18 1.60 41.32 9.26 4.51 4.89 1.54 2.05 2.46 4.72 14.91 12.97 1.17 1.43 2.14 5.37
Geomean 3.19 1.39 2.10 2.87 50.38 23.04 10.75 17.38 1.49 3.30 4.23 5.74 10.47 6.84 1.61 1.78 4.44 1.60

tracks pointers and objects using the object identifiers we intro-
duce, while ASan only tracks objects by implementing the one-level
lookup table using a large shadow space with a large amount of
unused memory. Therefore, ASan is generally faster than UAFSan,
but at the cost of consuming much more memory. However, since
UAFSan maintains only one meta-data instance for each object and
pointer, whereas ASan maintains one meta-data instance for every
8 bytes of each object, UAFSan is sometimes better than ASan in
terms of both runtime overhead and memory overhead.

4.3.2 Experiment on MiBench. Since the large real-world programs
in Table 2 are not provided with sufficient test suites and some
dynamic detectors do not work well on them, we then use MiBench
to more fully evaluate the performance of the dynamic detectors
for comparison. The small (s) and large (l) input files are provided
as program input. We also repeat the experiment 10 times and
average the collected execution time (memory consumption) to
ensure accuracy.

Table 4 lists the performance results. As shown in Table 4, UAF-
San is better than Valgrind, Dr.Memory and QASan in terms of
both runtime overhead and memory overhead. The reasons have
been mentioned in Section 4.3.1. On MiBench benchmark, the per-
formance of UAFSan is still comparable to or even better than that
of the other five dynamic detectors, including ASan. The geomean
runtime overhead of ASan is 2.10x, which is lower than that (3.19x)
of UAFSan, but the geomean memory overhead of ASan is 2.87x,
which is much higher than that (1.39x) of UAFSan. Overall, the
performance of UAFSan is not worse than that of ASan.

In summary, UAFSan is better than existing publicly-available
dynamic detectors because UAFSan is more effective without sacri-
ficing performance.

4.4 Discussion
Limitations. Although our approach theoretically applies to bi-
naries if the type information is available [15, 54], our prototype
currently uses compile-time instrumentation, so the program source
code is required. As a result, similar to existing dynamic detection
approaches [7, 28, 35, 40],UAFSan cannot instrument the C libraries
and the third-party libraries that are not open-source, and thus may
miss some UAFs.

UAFSan may report false positives due to the following two
reasons: 1) Programs may have type casting between pointer types
and non-pointer types, resulting in special aliases that affect the
proper propagation of pointer meta-data. Existing approaches [16,
27, 51, 57] also suffer from this limitation. Fortunately, since it is
rare in practice, its impact on UAFSan is slim. 2) Programs may
have functions with variable number of arguments. Thus, similar
to existing pointer-based approaches [10, 32, 46], our approach can
hardly propagate pointer meta-data to such functions.

Memory check optimizations. We can perform some opti-
mizations to eliminate redundant memory checks, thus improving
efficiency without sacrificing accuracy. The potential optimizations
are as follows: 1) For loops, only one memory check is instrumented
if the same memory object is accessed in the loop. 2) If no function
call occurs between multiple consecutive access to the same object,
only one memory check is instrumented. Some redundant mem-
ory checks cannot be eliminated if a function is invoked between
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multiple access to the same object, because the function call may
change the state of the memory object or the pointer.

5 RELATEDWORK
In this section, we review the related work on detecting and miti-
gating UAFs in C/C++ programs.

5.1 UAF Detection
Dynamic evidence-based detectors [7, 16, 19, 28, 32, 35, 40–42, 46]
only track either pointers or objects to record the status of each
memory object, but do not distinguish different objects successively-
allocated on the same address. Consequently, they all miss cer-
tain UAFs when the freed memory is reallocated. Valgrind [35],
QASan [19] and Dr.Memory [7] leverage different DBI frameworks
to dynamically instrument programs and thus incur heavy runtime
overhead. DoubleTake [28] uses library interposers to dynamically
instrument programs and can only detect UAFs that write to the
freed memory. ASan [40] instruments programs at compile time
and thus incurs lower runtime overhead. EffectiveSan [16] uses
fat pointers to record memory addresses that pointers can safely
access. However, EffectiveSan changes the memory layout and in-
evitably introduces compatibility issues. To this end, CETS [32],
MemSafe [46] andMOVEC [10] employ disjoint meta-data storage
to track pointers. TSan [41, 42] aims to detect data races and thus
may fail to detect UAFs irrelevant to data races. Compared to these
existing dynamic detectors, UAFSan is more precise as it can detect
UAFs nomatter whether the freed memory is reallocated.UAFL [52]
is orthogonal to UAFSan because it focuses on generating test cases
for sake of finding UAFs based on dynamic detectors.

The prediction-based detectors, i.e., UFO [22] and ConVul [9, 30]
are designed to predict concurrent UAFs. They do not consider
UAFs in sequential C/C++ programs [30].

There are a few static analysis approaches for detecting UAFs [18,
55, 56]. GUEB [18] uses dedicated value analysis to track heap oper-
ations and pointer propagation. However, since its inter-procedural
analysis is based on function in-lining, it may repeat analyzing the
same function multiple times. CRed [56] detects UAFs based on the
demand-driven pointer analysis and spatial-temporal context reduc-
tion. Similar to CRed, Tac [55] is also based on the demand-driven
pointer analysis. The difference is that Tac uses machine learning
to reduce false positives. Although the above approaches achieve
higher code coverage, they are not suitable for large programs and
may generate false positives and false negatives. In contrast to these
approaches, UAFSan reports fewer or no false positives.

5.2 Runtime UAF Protection
Our work is also related to UAF exploit mitigation, which has re-
ceived much attention [1, 3–6, 8, 11–13, 17, 20, 23, 25, 31, 33, 34, 37–
39, 44, 45, 51, 53, 57, 58].

FreeSentry [57],DangNULL [25], andDangSan [51] prevent UAF
exploits by explicitly invalidating dangling pointers. They keep
track of pointers to the same object and invalidate these pointers
once the memory object is released. pSweeper [27] differs from the
above approaches in that it uses an extra thread to invalidate all
dangling pointers and thus achieves lower runtime overhead.

DangDone [53] and MPChecker [38] protect against UAF ex-
ploits by inserting intermediate pointers between objects and their
pointers. All operations performed on memory objects through
their pointers must be performed via intermediate pointers. Once a
memory object is freed, they invalidate the intermediate pointer.
Thus, dangling pointers can no longer re-access the freed memory.

Overwriting virtual table pointers is the most widely used tech-
nique to exploit UAFs. SafeDispatch [23], VTpin [39], VTV [49],
and Vip [17] protect virtual table pointers to mitigate UAF exploits.
Although these approaches introduce low runtime overhead, they
can only protect pointers that are virtual table pointers. As a re-
sult, when attackers target other pointers instead of virtual table
pointers, these approaches are ineffective.

DieHard [4], DieHarder [36] and Archipelago [29] assume that
the heap space is infinite, and randomly allocate memory objects
on the heap. Thus, attackers cannot easily allocate objects on the
freed memory. ZEUS [58] improves DieHard in that it introduces
additionally random prefix offsets into a single object. However,
the above mitigation approaches only provide probabilistic security,
which can be bypassed by some ways [14, 48].

Cling [3] and Type-after-Type [50] only allow the freed memory
to be reallocated to heap objects of the same type. In contrast to
Cling, Type-after-Type uses static analysis to infer the object type
instead of performing object type inference at runtime. However,
they can only defend against UAFs between objects of different
types and cannot prevent UAFs between objects of the same type.

Oscar [13] employs isolated heap allocation to prevent UAF
exploits. For each newly allocated memory object, it allocates a
new virtual page, and thus the newly-allocated memory object can-
not be accessed through a dangling pointer. However, the isolated
heap allocation mechanism may incur larger runtime overhead in
memory-intensive programs.

6 CONCLUSIONS
Use-After-Free (UAF) vulnerabilities, including double-free vulner-
abilities, pose serious threats to C/C++ programs. Existing dynamic
detectors (sanitizers) all miss certain UAFs on sequential programs
because their detection capabilities are compromisedwhen the freed
memory is reallocated. To this end, we propose a novel technique
UAFSan, which is dedicated to accurately and comprehensively
detecting UAFs including double-frees. UAFSan achieves this by
assigning each newly-allocated heap object a unique identifier and
propagating this unique identifier to all pointers to the object. Once
a heap object is freed,UAFSan invalidates the unique identifier with
the object, while pointers of the object still retain this unique identi-
fier. When a dangling pointer is dereferenced, the current object on
that accessed memory is either a freed object or a new object, and
in either case, the identifier of the current object does not match
the identifier of the dangling pointer. Thus, UAFSan can detect the
UAF that occurs. Experimental results on popular benchmarks and
real-world programs demonstrate that UAFSan is more precise than
existing publicly-available evidence-based dynamic detectors as it
detects more UAFs with reasonable overhead. The future work can
study how the new UAFs detected in popular software could be
exploited to launch attacks.
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